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Abstract
Retinal diseases stand as a primary cause of childhood blindness. Analyzing the progression of these diseases requires close 
attention to lesion morphology and spatial information. Standard image registration methods fail to accurately reconstruct 
pediatric fundus images containing significant distortion and blurring. To address this challenge, we proposed a robust deep 
learning–based image registration method (RDLR). The method consisted of two modules: registration module (RM) and 
panoramic view module (PVM). RM effectively integrated global and local feature information and learned prior information 
related to the orientation of images. PVM was capable of reconstructing spatial information in panoramic images. Further-
more, as the registration model was trained on over 280,000 pediatric fundus images, we introduced a registration annotation 
automatic generation process coupled with a quality control module to ensure the reliability of training data. We compared 
the performance of RDLR to the other methods, including conventional registration pipeline (CRP), voxel morph (WM), 
generalizable image matcher (GIM), and self-supervised techniques (SS). RDLR achieved significantly higher registration 
accuracy (average Dice score of 0.948) than the other methods (ranging from 0.491 to 0.802). The resulting panoramic retinal 
maps reconstructed by RDLR also demonstrated substantially higher fidelity (average Dice score of 0.960) compared to the 
other methods (ranging from 0.720 to 0.783). Overall, the proposed method addressed key challenges in pediatric retinal 
imaging, providing an effective solution to enhance disease diagnosis. Our source code is available at https://​github.​com/​
wuwus​ky/​Robus​tDeep​Leran​ingRe​gistr​ation.
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Introduction

Vision is integral to a child’s development and learning, 
with most visual functions dependent on a healthy retinal 
structure [1, 2]. Globally, retinal disease is a predominant 
cause of childhood visual impairment. The World Health 
Organization reported that approximately 13 out of every 
1000 children suffer from vision loss, largely due to reti-
nal abnormalities [3]. The major pediatric retinal diseases 
include retinopathy of prematurity (ROP), pediatric retinal 
detachment, congenital retinal diseases, and pediatric retinal 
tumors [4–7]. Left undiagnosed and untreated, these condi-
tions can result in irreversible blindness or vision loss in 
children. To reduce this risk, many nations recommend fun-
dus screening within the first 6 weeks after birth to facilitate 
prompt diagnosis and treatment of retinal issues [8, 9].

Accurate diagnosis of pediatric retinal disease necessi-
tates a thorough examination of entire retinal area, including 
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the peripheral, posterior pole, and macular regions. This 
comprehensive view is constructed from multiple wide-field 
images captured at different orientations to ensure complete 
coverage [8–12]. Examining the periphery is particularly 
important, as abnormalities typically manifest first in the 
extreme periphery before affecting the posterior pole [13]. 
However, capturing pediatric retinal images poses signifi-
cant challenge due to their inability to maintain steady fixa-
tion, leading to distortion, blurring, variable illumination, 
and incomplete coverage [8, 9, 13]. Furthermore, existing 
retinal abnormalities, such as hemorrhages and scarring, can 
complicate imaging by affecting camera settings and light-
ing effects, potentially introducing distortions and artifacts. 
These factors degrade image quality and hinder accurate 
alignment and fusion of individual images to reconstruct a 
panoramic view essential for precision diagnosis [14–19].

To reconstruct a panoramic view, accurate image regis-
tration technology is required. The conventional registra-
tion pipeline (CRP) is a standard method that automatically 
achieves image registration without manual intervention, fol-
lowing a “detection-matching-screening” strategy [20–27]. 
However, this approach is not suitable for pediatric fundus 
images, which are typically of low quality with limited fea-
tures, suffering from issues such defocus, light leakage, arti-
facts, insufficient contrast, halo, and avascular areas. These 
issues can lead to unrealistic transformations and degrade 
registration accuracy [19, 28].

More recently, deep learning registration methods, such 
as voxel morph (VM) [29] and self-supervised (SS) tech-
niques, have been introduced [30–35]. VM learns a defor-
mation field in an unsupervised manner and finds applica-
tions in various medical imaging tasks [32, 35, 36], while 
SS employs synthetically warped images as training data 
to overcome manual labeling challenges [37–41]. However, 
these methods heavily rely on abundant coherent pattern fea-
tures within the images to effectively constrain the warping 
process, which are often insufficient in low-quality pedi-
atric retinal images [33, 40]. Moreover, these features are 
necessary for determining the image orientation order and 
reconstructing the panoramic view.

Moreover, while deformation fields, including affine 
transformations, are utilized to maximize overlap, an over-
reliance on local features for deformation can result in the 
distortion of image geometry. This distortion may be incom-
patible with diagnostic applications [29, 32]. It is essential 
to supplement additional feature information (e.g., global 
semantic feature) and more reliable constraint information 
to supervise and optimize the method, with the aim of ensur-
ing that the results derived from deformation information 
are accurate and acceptable. On the other hand, supervised 
methods exhibit superior performance but demand a large 
number of manually annotated pairs for training [42], mak-
ing it impractical for pediatric fundus image registration. 

Additionally, inspired by large Language model (LLM), 
recent research [43] has dismantled internet videos into 
extensive datasets and developed models with numerous 
parameters, resulting in a trained general image registration 
model. However, this approach awaits verification within the 
relevant fields, including pediatric fundus images.

Therefore, we developed the RDLR, a deep learning-
based method, to achieve stable and accurate registration of 
low-quality, feature-sparse images. The method was trained 
under supervision using self-annotated data by CRP to guar-
antee dependability.

Related Work

The conventional registration pipeline (CRP) typically 
involve “feature detection, feature match, pair selection,” 
using algorithms like Speeded Up Robust Features (SURF), 
Scale Invariant Feature Transform (SIFT), Oriented Fast and 
Rotated BRIEF (ORB) [20, 44, 45], and integration features 
[46]. However, these methods rely on local texture informa-
tion [20, 47] and are not suitable for low-quality pediatric 
fundus images, which often lack reliable landmarks and dis-
criminative features.

To overcome these limitations, researchers have lever-
aged deep learning techniques for image registration. Initial 
efforts focused on enhancing local feature extraction using 
learned approaches like learned invariant feature transform 
(LIFT) [48], deep learning-based feature-based registration 
(DL-FBR) [49], and other works [50, 51]. However, these 
methods still operate within the fragmented conventional 
framework [52] and fail to capture global context.

Recently, end-to-end CNN architectures have been 
explored for image registration. One approach utilizes defor-
mation fields to predict alignments, exemplified by voxel 
morph [29] and other methods [53, 54], while others directly 
predict registration results, as exemplified by prior works 
[31, 34, 38, 40, 55, 56]. The training strategy for these meth-
ods predominantly relies on the self-supervised or unsuper-
vised approach. However, these methods may struggle with 
discontinuous images, significant displacements, and imag-
ing noise. Additionally, certain representative methods [54, 
57, 58] required supplementary information, such as vessel 
segmentation, for precise registration, and these methods 
could not be transferred without the necessary segmenta-
tion models.

While existing deep learning-based methods have 
achieved considerable success on high-quality images, they 
often fall short on low-quality pediatric retinal images. This 
limitation highlights the need for a more comprehensive 
approach that can effectively handle a wider range of image 
types and quality levels.
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Concurrently, the leveraging of large language model 
(LLM) has led to the integration of models with a vast 
number of parameters and massive datasets as one of the 
preferred approaches for solving general image process-
ing problems. The research presented in Ref. 43 is the lat-
est representative of this kind, utilizing 100 h of internet 
video (amounting to tens of millions of frame images when 
decomposed) to train a generalizable image registration 
model. This method has consistently outperformed other 
methodologies across diverse image registration tasks. How-
ever, it has not yet been validated using the pediatric fundus 
image data employed in the current study.

In summary, an effective registration solution that inte-
grates global and local information is essential for multi-
angle pediatric fundus images, addressing the scarcity of real 
training data and the challenges associated with registering 
discontinuous data and low-quality images with high noise.

Methods

Robust Deep Learning‑Based Image Registration 
Method (RDLR)

RDLR is a manual-label free deep learning framework designed 
to accurately reconstruct panoramic retinal views from mul-
tiple images captured at different orientations (Fig. 1a). The 
framework operates through a sequential integration of two key 
modules: the Registration Module (RM) (Fig. 1b and c) and the 
Panoramic View Module (PVM) (Fig. 1d).

The process begins with the RM, which estimates pair-
wise alignment between images. This module comprises a 
deep neural network-based registration model (Fig. 1b) and 
a refinement module (Fig. 1c). Once the images are aligned, 
the PVM takes over to seamlessly fuse the registered images 
into a complete panoramic view (Fig. 1d). This final step 
produces the desired panoramic retinal image, which is the 
output of the RDLR framework.

To create training data with registration annotations, a 
novel automatic registration annotation generation frame-
work was developed (Fig. 1e).

Registration Model of Registration Module (RM)

The core of the RM is a learning regression model tailored 
to predict the registration information and transformation 
relationship between two input retinal images. The model 
unfolds in two distinctive phases: feature extraction phase 
and registration prediction phase, and the detailed informa-
tion of model architecture is provided in the Supplementary 
Material (Fig. S1).

Feature Extraction Phase  This initial phase focuses on 
extracting essential features from the input images, laying 
the foundation for subsequent registration predictions. The 
architecture involves the following:

Dual branches design: two branches are designed for fea-
ture extraction, incorporating the efficientNet-B1 architec-
ture as the backbone. This design, reminiscent of a Siamese 
network model, enhances the model’s ability to capture intri-
cate text features.

Since the input is two, fn(f1, f2) are the extracted features 
of input images In(I1, I2) from the branches Fe.

Context attention module: an additional context attention 
module is introduced to augment the extraction of relevant 
texture features. This module refines the network’s focus on 
discriminative information.

Iatt is the texture augmentation of input image I , and Fca 
is the context attention module which is regularized by six 
layers of convolution and concludes with the final sigmoid 
activation layer. Therefore, by combining Eqs. (1) and (2), 
the feature extraction phase can be expressed as

As depicted in Fig. 1b, the input images are processed by 
two branches to extract features independently. To enhance 
efficiency, a weight-sharing strategy is employed, enabling 
the branches to share weights. This strategy effectively 
reduces the number of model parameters by utilizing a sin-
gle shared branch to compute features for multiple inputs.

Registration Prediction Phase  In the second phase, the net-
work leverages the extracted features to predict registration 
parameters. The architecture encompasses the following:

Grid estimation module: a five-layer convolution network 
is employed to fuse features from both branches, enhancing 
the model’s capacity to grasp intricate details. This is fol-
lowed by a two-layer convolution network responsible for 
predicting the offset.

Fg is the grid estimation module and f1 ⊕ f2 means 
concatenating the two feature vectors extracted by Eq. (3) 
along the dimension, and  outoffset is the estimated value of 
the offset in the x and y directions, each containing 1024 
grid points (1024 * 1 * 2).

(1)fn = Fe

(
In
)

(2)Iatt = I ∗
(
Fca(I) + 1

)

(3)fn = Fe

(
I ∗

(
Fca

(
In
)
+ 1

))

(4)outoffset = Fg

(
f1 ⊕ f2

)
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Fast RANSAC Estimation Module  After the aforementioned 
modules, global feature information from the input images is 
extracted and fused. Subsequently, the grid point offset matrix 
is estimated. The fast RANSAC estimation module derives 
the six variable values of the transformation matrix from the 
predicted offset. Two implementations are introduced: matrix 
estimation head with local information based on 128 randomly 
sampled grid points, employed for inference and fine tuning.

ptsinitial is the known 1024 grid points, ptsinitial + outoffset is 
the target 1024 grid points, and ptscombine is the combination 
of 128 pairs of points randomly sampled from ptsinitial and 
ptsinitial + outoffset.

(5)ptscombine = combine
(
ptsinitial,

(
ptsinitial + outoffset

))

(6)hcombine = Fhomograph

(
ptscombine

)

Fig. 1   Overview of robust deep learning-based image registration 
method (RDLR). a Top: A single image captures a portion of the ret-
ina. Bottom: Images adequately cover the retinal region through dis-
placement and rotation using affine transformation. b Overview of the 
registration module (RM) of the RDLR. From left to right, the RM 
module is composed of the context attention module, feature extrac-
tor module, grid estimation module, and fast RANSAC estimation 
module. These modules enable the prediction and estimation of grid 
point offsets and affine transformation matrix. c Overview of the RM 
with refinement module. From left to right, RM refers to the registra-
tion model, and LCR stands for local context registration based on 

confined search area and CRP (conventional registration pipeline). 
A denotes the analysis module used to assess the reliability of local 
features. d Overview of the panoramic view module (PVM) of the 
RDLR, and the resulting panoramic image. Left: RM represents the 
registration model consisting of the registration module with refine-
ment. PVM utilizes this module to recursively align multiple images 
with the target image. Right: After merging the registration results, 
the images are synthesized into a panoramic view, which can also be 
split into images with specific spatial orientations. e Overview of the 
automatic framework for registration annotation based on conven-
tional registration pipeline (CRP)
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Fhomograph means polynomial solving which is employed 
to compute the corresponding homograph matrices hcombine 
for the pairs of randomly sampled points,

The coordinates of known grid points, ptsinitial , were 
multiplied by the estimated hcombine to obtain the trans-
formed coordinates of the grid points. The known grid 
points, added to the estimated offsets, were used as the tar-
get grid point coordinates. The Euclidean distance between 
the transformed set and the target set was then computed as 
the all estimation homograph matrix errors Eh.

Finally, the number of point pairs corresponding to 
error matrices that satisfy a present threshold is tallied, 
and the estimation matrix corresponding to the index 
with the maximum count is selected as the final predic-
tion result M.

Additionally, a two-layer linear full-connected layer mod-
ule Fout estimating the matrix M with full grid offset infor-
mation outoffset , designed for training only which is called 
matrix estimation head with global information.

Refinement Module of Registration Module (RM)

The refinement module is the final step in the RM following 
registration model. This involved the following steps.

1.	 The overlapping area of the registration was detected by 
comparing the predicted mask and initial mask,

	   Here, MaskInitial is the unified initial mask for the 
input image pair, MaskInitial ∗ M is the predicted mask 
MaskPredicted obtained by multiplying the initial mask 
by the transformation matrix M from Eq.  (9), and 
Maskinsection represents the intersected region between 
them, as shown in Figs. 1c and S2a.

2.	 Local features of the overlapping area from both images 
were extracted using the SURF algorithm, and matched 
into pairs and sorted by the similarity distance of the 
local features,

(7)Eh = abs
(
ptsinitial ∗ hcombine − (ptsinitial + outoffset)

)

(8)M = argmax
(
count

(
Eh < threshold

))

(9)M = Fout(outoffset)

(10)
Mask

insection
= Mask

Initial
∩Mask

Predicted

= Mask
Initial

∩
(
Mask

Initial
∗ M

)

Kpt,Kpa = SURF
DetectFeature

(It ∗ Mask
insection

, Ia ∗ Mask
insection

)

(11)Epair = Sort
(
Fe

(
Kpt,Kpa

)
, 512

)

	   After obtaining the intersected mask Maskinsection , the 
feature information within the overlapping region is pre-
served for both input images It and Ia using the mask. 
The SURF algorithm is then applied to detect texture 
feature points and calculated the local feature vectors of 
the feature points within the overlapping region of two 
input images. This process results in the coordinates and 
feature vectors Kpt andKpa . Subsequently, each feature 
point in Kpt andKpa  is pairwise matched, and the 
Euclidean distance between the corresponding feature 
vectors is computed. The distance was then sorted, and 
the indices of the top 512 pairs, Epair , with the smallest 
distances are selected.

3.	 The top 512 pairs were used to estimate a new transfor-
mation matrix to optimize the registration results using 
the fast RANSAC estimation module,

	   The reliable point pairs are extracted from all point 
pairs Kpcom based on the top 512 indices Epair , and a new 
homograph matrix Mnew is estimated using these reliable 
pairs to optimize the registration results.

4.	 We evaluated the reliability of the optimization results 
to determine whether to accept or reject them. The cri-
terion for acceptance was that if the magnitude of the 
refinement result’s movement or rotation was too large 
compared to the original predicted result from the regis-
tration model, the refinement was considered unreliable.

The two transformation matrices Mnew and M obtained 
from formulas (9) and (12) are used to calculate the trans-
formed masks Maskrefinement and Maskpredicted separately 
(Fig. S2b). The non-zero pixel count in both masks is com-
puted, and the ratio of the two counts is calculated. Based on 
the predefined thresholds, if the ratio is either greater than 
�max or less than �min , the refined result Mnew is accepted. 
Otherwise, if �min ≤ ratio ≤ �max , the original predicted 
result M is retained.

Panoramic View Module (PVM)

PVM uses the trained RM to align multiple images onto a 
target orientation image in a recursive manner. The follow-
ing steps are taken:

(12)Mnew = Fhomograph

(
Kpcom

(
Epair

))

ratio =
count(Maskpredicted)
count(Maskrefinement)

=
count(MaskInitial∗M)

count(MaskInitial∗Mnew)

(13)
{

Mresult = Mnew, �� ratio > 𝜃max �� ratio < 𝜃min

Mresult = M, �� 𝜃min ≤ ratio ≤ 𝜃max
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1.	 The target orientation image is selected manually, usu-
ally the image with the optic disk and fovea in the center.

2.	 RM is used to register all other images onto the target 
orientation image, resulting in their corresponding trans-
formation matrix and grid offsets.

3.	 To accommodate images that are outside the target ori-
entation image, they are padded with pixels (in the study, 
600 pixels were added in each direction), and the trans-
formation matrix is recalculated based on the grid offset 
estimation using the fast RANSAC estimation module.

4.	 The padded images are aligned to the padded target ori-
entation image using the recalculated matrix.

5.	 The images are combined by taking the maximum value of 
the three channels at each pixel location among all images.

Automatic Registration Annotation Framework

To train the RDLR, all image files in the training data were 
grouped according to examination IDs. Each group’s files 
were pairwise combined, resulting in a total of 13,261,064 
pairs of image combinations. Then, with the help of the CRP, 
registration information was generated for these pairs of image 
combination data. The steps in the pipeline are as follows:

1.	 Resize each pair of images to 640 × 480 pixels using bilinear 
interpolation, which is a common method for up-sampling 
or down-sampling images that preserves smoothness.

2.	 Detect local landmark points in each image of the pair 
using the speeded up robust feature (SURF) algorithm, 
which is a robust feature detection and description 
method that extracts key points and computes their 
descriptors, enabling the identification of similar fea-
tures across images.

3.	 Embed corresponding local feature information from each 
image pair, and then combine the landmark points and 
features. Calculate the Manhattan distance of the corre-
sponding feature vectors and obtain the coarse matching 
coordinate pairs by sorting these distances, which pro-
vides an initial estimate of corresponding points.

4.	 Filter the coarse match pairs using the grid-based motion 
statistics (GMS) algorithm, which is an efficient method 
for rejecting outliers in feature matching by analyzing the 
consistency of motion vectors within a grid structure.

5.	 Use the random sample consensus (RANSAC) algorithm 
to estimate the robust match pairs and solve the affine 
transformation matrix based on the pairs.

However, manual inspection revealed a high incidence of 
errors in the data pairs, primarily due to the limitations of the 
CRP’s registration performance. Consequently, we introduced 
a quality control module aimed at refining the registration out-
comes. This module analyzed the registration results, selectively 

retaining reliable matches while discarding unreliable ones. The 
process utilized robust landmark point pairs, which were rig-
orously filtered through the RANSAC and GMS algorithms, 
ensuring the integrity and accuracy of annotated dataset.

1.	 Filter the robust match pairs based on their coordinating 
information using GMS again to filter consistent pairing 
between point coordinates and their neighborhood point 
coordinates in both graphs.

2.	 Count and assess the quantity of consistent robust 
pairs based on quantity, with a quantity threshold of 30 
(Fig. S3).

The filtering process yielded a subset of 968,886 high-
quality labeled pairs of training (Table 1). This pipeline was 
validated using both internal and external validation data-
sets, with over 99% of the filtered pairs achieving a Dice 
score greater than 0.9, indicating its efficacy (Fig. S3). Fur-
thermore, to assess the generalization ability of the model 
trained on the quality-controlled data on low-quality test 
data, we conducted an evaluation using specifically low-
quality data in a subsequent experiment section.

Dataset

Data Preparation

We collected a comprehensive dataset of 280,107 pediatric 
fundus images from around 9781 examinations conducted 
at two hospitals in China: Zhongshan Ophthalmic Center, 
Sun Yat-sen University (ZOC), and Guangdong Women 
and Children Hospital at Panyu (PY) (Fig. S4). The ZOC 
dataset, collected from April, 2018, to March, 2022, was 
divided into training and validation subsets. The PY data-
set, collected from January, 2015, to March, 2018, served 
as an independent external validation dataset (Table 1). 
All data were exported directly from the same device 
(RetCam [8, 9]) and saved as PNG (ZOC) and JPG (PY) 
image files, respectively. Each examination had a unique 
36-bit machine code ID consisted of letters, numbers, and 
symbols. In addition to the above information, we have 
anonymized all the information for privacy protection.

Table 1   Description of the datasets

Datasets Training set Validation set External set

Source ZOC PY
Examination date 2018.4–2021.12 2022.1–2022.3 2015.1–2018.3
No. of 

examination
9546 50 100

No. of image 275,644 1159 1416
No. of annotated 

pairs
968,886 3828 7133
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Evaluation Annotation

We developed an annotation tool for labeling the internal 
and external validation datasets using CRP (Fig. S5). This 
tool allowed technicians to manually mark landmark points 
and simultaneously generate the registration results. Land-
mark points refer to the pairs of coordinates indicating the 
same spatial location in the two images to be registered. 
All validation data adhered to the following rules during 
the annotation process: 1) Priority was given to bifurca-
tion and convex points formed by the bending of blood 
vessels; 2) in cases where vessels were straight, preference 
was given to the points where vessels connected to the 
optic disc; 3) points that were widely distributed across 
the image were selected whenever possible; 4) points with 
unclear textures or artifacts were avoided; 5) a minimum 
of three pairs of points were required. Technicians were 
able to preview the registration results and added more 
landmark points until precision was achieved.

To evaluate the performance of proposed method, we ran-
domly selected 50 examinations from the ZOC dataset as 
the internal validation set and 100 examinations from the 
PY dataset as the external validation set. The datasets were 
annotated by a clinical technician, and the annotations were 
subsequently reviewed by a clinical retinal expert to ensure 
accuracy. The annotation process involved manually correct-
ing the joining positions of stitched image pairs, a task per-
formed by human. This manual annotation was crucial for the 
creation of a reliable ground truth for registration accuracy 
assessment. Ultimately, the same clinical technician anno-
tated 3828 stitched pairs for the internal (ZOC) dataset and 
7133 stitched pairs for the external (PY) dataset, with annota-
tions reviewed and verified by the same clinical expert.

For panoramic view annotation, each view was composed 
of multiple image pairs. The image with the highest pair-
ing connectivity to other images in each examination was 
selected as the starting target orientation and then other 
orientation images were paired with the starting target ori-
entation image. After manual annotation of all the pairs, 
the panoramic view could be assembled based on the pair 
annotations. Similarly, the panoramic view annotations were 
generated for the internal and external validation datasets.

Metrics

Registration Accuracy of Pairs

We compared the overlap of the predicted mask and the 
annotation mask of two images, A and B, in terms of scale 
and orientation by using the Sørensen–Dice coefficient 
(Dice score), given by

where pred is the estimation mask generated by RDLR’s 
result and true is the annotation mask (Fig. 2a). Addition-
ally, to evaluate the precision of local content registration, 
we selected nine landmark points using a uniform distribu-
tion and calculated the mean square error (MSE) between 
the annotated and predicted coordinates. The MSE reflects 
the accuracy of the method in capturing detailed content, 
given by

where pts is a matrix of 9 * 2 containing nine-point coordi-
nates at fixed positions (Fig. S6a), and Mp and Mg are aff-
ine transformation matrices of 3 * 2 from RDLR prediction 
and annotation, respectively. ptsp and ptsg are the coordinate 
matrices after affine transformation.

Proportion of Acceptable Pairs

The acceptance rate of the registration methods was calcu-
lated based on the DICE score under various threshold con-
ditions. Finally, a graph was plotted to show the relationship 
between the DICE threshold and the acceptance proportion.

Registration Accuracy of Panoramic View

We compared the overlap of the predicted mask and the 
annotation mask of the panoramic view of an examination 
in terms of scale and orientation by using DICE score.

Statistical Analysis

We evaluated all results using DICE, expressed as percent-
age (that is, 0–1.0) with 95% CIs computed by using of 
normal approximate method [59]. The MSE, expressed as 
percentage (that is, 0–∞) with 95% CIs were computed by 
sample method. The P ≤ 0.05 was set to determine signifi-
cance, and P values were two-sided test (T-test). All plots 
were generated using Python package Seaborn (v.0.11.2) 
and matplotlib (v.3.3.1). Python package Scipy (v.1.5.2) 
was used to compute P values of the t-test.

(14)Dice score =
2 ∗ (pred ∩ true)

pred ∪ true

ptsp = pts ∗ Mp

ptsg = pts ∗ Mg

(15)Dist(MSE) =
|
|
|
ptsp − ptsg

|
|
|

2
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Implementation Details

Our proposed model was implemented using the PyTorch 
(1.11) in Python (3.9.12). It was trained on Nvidia Tesla 
V100 GPU with 32 GB memory * 6, and Intel(R) Xeon(R) 
CPU E5-2650 v4 @ 2.20GHz. The inference of model was 
run on Nvidia RTX 3090 GPU with 24 GB memory, and 
Intel(R) i9-11900K @ 3.5 GHz.

To train the model, we designed a training strategy, the 
bidirectional supervised training (BS), which could accumu-
late the convergence speed of model. This strategy involves 
registering input images B to A and A to B, as illustrated in 
Fig. S6. In terms of train data, we randomly extracted 10,000 
data for validation and set the number of rounds of model 
training based on the metrics. Ultimately, we trained the 
registration module for 13 epochs with a batch size of 48, 
and set the initial learning rate of as 1e − 4 and, then, decays 
the learning rate by 0.1 once in epoch 5 and 10. The AdamW 
algorithm was chosen as the optimizer function. During the 
process, from epoch 1 to 10, the registration module was 

trained with matrix estimation head with global informa-
tion. After epoch 10, the matrix estimation head with local 
information was chosen to finetune model for 3 epochs. The 
entire training process took about 123 h (Fig. S6).

Experiments and Results

Comparison Analysis of RM

We conducted a comparative analysis among various reg-
istration methods, including the proposed registration 
module (RM), CRP, the deep learning registration model 
voxel morph (VM), the RM trained with a self-supervised 
(SS) training strategy, and the generalizable image matcher 
(GIM), using a total of 10,961 annotated pairs from both 
the internal (ZOC) and external (PY) validation datasets. 
It is important to note that both VM and SS were trained 
on the same dataset as RM. To ensure a fair comparison 
and to enhance the performance of VM and SS, we have 

Fig. 2   Performance evaluation of the RM of RDLR in comparison 
analysis. a Dice score between the prediction (red) and the 
annotation information (white) for an annotated pair. The white 
region represents the target mask obtained from the annotated 
information, while the red contour indicates the contour of the mask 
predicted by the model. b Evaluation of the registration performance 
comparing VM+ , SS+ , CRP, GIM, and RM. Left: Dice score of the 
internal (ZOC) validation dataset. Right: Dice score of the external 
(PY) validation dataset (VM+ , voxel morph with refinement; SS+ , 

the RM trained with a self-supervised training strategy; CRP, the 
conventional registration pipeline consisting of multiple registration 
algorithms; GIM, generalizable image matcher; RM, the proposed 
registration module). c Evaluation of the registration performance 
with proportion of acceptable pairs. Left: Proportion of acceptable 
registrations in the internal (ZOC) validation dataset. Right: 
Proportion of acceptable registrations in the external (PY) validation 
dataset. (***: P < 0.001. All error bars represent 95% confidence 
intervals computed using Bootstrap)
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incorporated the refinement module proposed in our study 
into both VM and SS. The modified versions of these solu-
tions were designated as SS+ and VM+ , respectively. We 
compared the registration of the annotated and predicted 
labels, measured by Dice score (Fig. 2a). The distribution 
of Dice scores and the proportion of acceptable pairs over 
different Dice thresholds allowed us to gain insights into the 
precision and robustness of the registration methods.

Across the two validation datasets of internal (ZOC) and 
external (PY), the average Dice scores of RM were 0.948 
(95% CI: 0.946, 0.950) and 0.947 (95% CI: 0.945, 0.949), 
respectively. In contrast, CRP achieved Dice scores of 0.802 
(95% CI: 0.792, 0.811) and 0.806 (95% CI: 0.799, 0.812), 
respectively. The Dice scores of VM+ and SS+ were even 
lower, with values of only 0.648 (95% CI: 0.639, 0.656) and 
0.651 (95% CI: 0.641, 0.661) in the internal (ZOC) data-
set, and 0.646 (95% CI: 0.639, 0.653) and 0.643 (95% CI: 
0.636, 0.650) in the external (PY) dataset, respectively. For 
GIM, there was a discrepancy in performance at the two 
validation datasets. The average Dice scores were 0.491 
(95% CI:0.480, 0.501) and 0.778(95%CI: 0.771, 0.785), 
respectively. For both validation datasets, Dice scores of RM 
increased significantly higher than those of other methods 
(P < 0.001, t-test) (Fig. 2b and Table 2). As the RM, VM+ , 
and SS+ models contain the refinement module proposed in 
our study, we also compared them without the refinement 
module (named as RM-, VM, SS). We observed that the 
refinement module consistently improved accuracy for other 
methods. Furthermore, even in the absence of the refinement 
module, the RM module still achieves a significantly higher 
level of performance compared to the other two methods 
(Fig. S7 and Table S1).

The box plot showed that RM exhibited high accumula-
tions of Dice scores, indicating its stable performance across 
different images, even for low-quality ones. On the other 
hand, the box plots of the other three methods (CRP, VM+ , 
SS+ , and GIM) had scores spread over a wider range. Nota-
bly, the median of the box plot for CRP indicated that the 
local feature could ensure the maximum of the registration 
performance. However, the scores of VM+ and SS+ had sim-
ilar distributions, implying that they were not well adapted to 
handle image registration tasks with incoherent features and 

substantial displacements (Fig. S8). In contrast, RM, which 
incorporates both global and local features in its registration 
model and refinement module, outperformed other methods 
in terms of both the highest accuracy and the stability of the 
distribution range of scores. This superiority is also evident 
from the density graph of the distribution (Fig. S9).

Furthermore, RM maintained nearly 100% acceptable 
pairs for Dice thresholds below 0.7 and started to decline 
at Dice threshold of around 0.85, while CRP decreased to 
80% before Dice threshold of 0.5, demonstrating a more 
reliable performance of RM. The curves of GIM, VM+ , and 
SS+ were considerably lower than those of the other meth-
ods, indicating generally poor scores for these two meth-
ods. However, above a Dice threshold of 0.9, the curve of 
RM (the percentage of acceptable pairs for the RM method) 
experienced a rapid decline, surpassing CRP, and CRP 
approached RM at a Dice threshold of 0.95. This suggests 
that when local features were reliable, CRP could provide 
acceptable results, although not as good as RM.

RM also outperformed GIM, CRP, VM+ , and SS+ in 
terms of MSE by sampled points (Table 2 and Fig. S7). To 
summarize, RM combined the benefits of both local and 
global features and significantly outperformed the other 
methods over the entire Dice threshold range (Fig. 2c).

Ablation Analysis of RM

To determine the impact of local and global features, 
we conducted ablation analysis. We masked the corre-
sponding of one of the input image pairs based on the 
overlapping and non-overlapping areas, of the annotated 
pairs, and evaluated the change in average Dice scores. 
Masking the overlapping region caused a decrease for all 
methods, but the decline was smaller in RM, VM+ , and 
SS+ , compared to CRP, indicating that CRP relied solely 
on overlapping features while other methods could use 
non-overlapping features to compensate for the loss of 
overlapping features (Fig. 3a).

Masking the non-overlapping region caused minimal 
changes in RM, but improved performance of CRP and 
SS+ (Fig. 3b), indicating that the loss of non-overlapping 
features made methods focus more on the overlapping 

Table 2   Performance evaluation of the RM of RDLR in stitched pair

Datasets Internal validation dataset External validation dataset

Metric DICE (95% CI) MSE (95% CI) DICE (95% CI) MSE (95% CI)

VM+ [29] 0.648 (0.639, 0.656) 169.72 (165.21, 174.23) 0.646 (0.639, 0.653) 172.95 (169.32, 176.58)
SS+ [41] 0.651 (0.641, 0.661) 163.54 (158.72, 168.37) 0.643 (0.636, 0.650) 170.26 (166.60, 173.91)
CRP [20, 47] 0.802 (0.792, 0.811) 94.55 (89.60, 99.51) 0.806 (0.799, 0.812) 93.53 (90.05, 97.01)
GIM [43] 0.491 (0.480, 0.501) 265.12 (258.07, 272.16) 0.778 (0.771, 0.785) 108.14 (104.41, 111.88)
RM 0.948 (0.946, 0.950) 20.16 (19.16, 21.16) 0.947 (0.945, 0.949) 21.36 (20.47, 22.26)
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region. This aligns with the design principle of the refine-
ment module to perform local alignment with limited 
search areas determined by RM. The VM+ ’s score was 
also less affected. The possible reason is that the deforma-
tion field tends to distort the image as much as possible to 
maximize the overlap area of the registration result, even 
though it contradicts the actual situation. Moreover, the 
average Dice score of CRP was always lower than that of 
RM, indicating that considerable local features were unre-
liable, even with the confined search area, so that determi-
nation of the reliability of local features by the refinement 
module was necessary. Ablation analysis of MSE showed 
similar trends (Fig. S10a, b).

Comparison Analysis in Low‑Quality Data

To evaluate the performance of RM of RDLR in low-qual-
ity images, we conducted an additional analysis of the CRP 
results. We sorted the samples based on their metric distri-
bution in the two validation datasets and observed that the 
worst-performing subset predominantly consisted of low-
quality samples (Fig. S11a, b). Subsequently, we extracted 

the top 25% and 12.5% of all worst-performing samples, 
respectively, to create a low-quality sample validation set. 
These sets were named according to the extraction ratio, i.e., 
internal set (4rd), external set (4rd), internal set (8rd), and 
external set (8rd). We then compared the performance of 
RM, CRP, GIM, VM+ , and SS+ on these sets. The results 
clearly indicate that RM demonstrated superior performance 
across all validation sets (Tables 3 and 4). The box plots 
revealed that in case of low-quality sample, the performance 
metrics of the comparative methods were generally in a 
lower range, whereas RM significantly outperformed the 
other methods in terms of median, extremes, and the distri-
bution range of the metrics (Figs. 4a, b and S11c).

Additionally, we conducted a comparative experiment 
simulating data quality degradation by testing the impact 
of down-sampling the pixel resolution of pediatric fundus 
images. In study, the down-sampling process involved 
reducing the image resolution and then reconstructing 
the original resolution image using linear interpolation. 
During compression and reconstruction, varying degrees 
of information loss occurred in the image, thereby 
simulating the degradation of image quality. We found 

Fig. 3   Performance evaluation of the RM of RDLR in ablation analysis. a Ablation analysis of registration under various occlusion conditions 
with overlapping regions. b Ablation analysis of registration under various occlusion conditions with non-overlapping regions

Table 3   Performance evaluation of the RM of RDLR in stitched pair with validation set (4rd)

Datasets Internal set (4rd) External set (4rd)

Metric DICE (95% CI) MSE (95% CI) DICE (95% CI) MSE (95% CI)

VM+ [29] 0.406 (0.394, 0.419) 305.32 (298.72, 311.92) 0.362 (0.353, 0.371) 323.29 (317.96, 328.63)
SS+ [41] 0.382 (0.369, 0.395) 305.94 (299.35, 312.53) 0.376 (0.367, 0.385) 310.62 (305.78, 315.47)
CRP [20, 47] 0.349 (0.337, 0.361) 323.71 (316.41, 331.00) 0.351 (0.343, 0.359) 333.97 (328.14, 339.81)
GIM [43] 0.273 (0.257, 0.289) 437.33 (417.77, 456.88) 0.526 (0.511, 0.542) 242.90 (234.58, 251.23)
RM 0.882 (0.877, 0.888) 53.53 (50.85, 56.21) 0.859 (0.854, 0.864) 65.15 (62.64, 67.66)
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that RM were robust to down-sampling up to 25% and 
maintained their performance, while CRP showed a 
steady decline during down-sampling (Fig. 4c). While 
large down-samplings beyond 25% did lead to decrease 
in the performance of RM, they still outperformed CRP, 
highlighting their capacity to handle even extremely low-
quality images. Conversely, VM+ and SS+ consistently 
performed poorly under all conditions. Ablation analysis 
of MSE revealed similar trends, further confirming the 
superiority of RM (Fig. S11d).

Comparison Analysis of PVM in Panoramic View

Benefiting from the panoramic view module (PVM), in col-
laboration with the registration module (RM), a comprehen-
sive panoramic view of the fundus can be generated (fur-
thermore, PVM can employ various registration methods to 
produce panoramic images). To evaluate the precision of the 
panoramic reconstruction, we compared it to manual annota-
tion using Dice score (Fig. 5a and b). We also calculated the 

mean number of error pairs per examination across various 
Dice threshold levels (Fig. 5c).

We compared the performance of RM, CRP, GIM, VM+ , 
and SS+ . RM exhibited superior performance with average 
Dice scores of 0.960 (95% CI: 0.955, 0.965) and 0.963 (95% 
CI: 0.959, 0.967) for the internal (ZOC) and external (PY) 
datasets, respectively. In contrast, CRP achieved lower Dice 
scores of 0.766 (95% CI: 0.725, 0.807) and 0.792 (95% CI: 
0.763, 0.821) for the two datasets, respectively. The Dice 
scores of GIM were 0.783 (95%CI: 0.751, 0.815) and 0.874 
(95%CI: 0.858, 0.890) for two validation sets, respectively. 
Similarly, VM+ and SS+ achieved only 0.720 (95% CI: 
0.699, 0.742) and 0.726 (95% CI: 0.703, 0.750) in internal 
(ZOC) and 0.736 (95% CI: 0.719, 0.753) and 0.756 (95% 
CI: 0.737, 0.775) in external (PY), respectively. Dice scores 
of RM significantly outperformed all the other methods 
on both validation datasets (P < 0.001, t-test) (Fig. 5b and 
Table 5). The comparison results of additional methods 
(included RM- vs. RM, VM vs. VM+ , SS vs. SS+) can be 
found in the Supplementary Material (Table S2).

Table 4   Performance evaluation of the RM of RDLR in stitched pair with validation set (8rd)

Datasets Internal set (8rd) External set (8rd)

Metric DICE (95% CI) MSE (95% CI) DICE (95% CI) MSE (95% CI)

VM+ [29] 0.329 (0.315, 0.344) 346.46 (338.44, 354.49) 0.294 (0.283, 0.305) 363.49 (356.58, 370.39)
SS+ [41] 0.299 (0.284, 0.314) 347.17 (339.17, 355.17) 0.302 (0.292, 0.312) 351.77 (345.73, 357.80)
CRP [20, 47] 0.212 (0.200, 0.224) 407.99 (400.01, 415.96) 0.201 (0.193, 0.209) 428.20 (421.10, 435.30)
GIM [43] 0.210 (0.191, 0.230) 501.31 (471.12, 531.48) 0.416 (0.396, 0.437) 303.80 (292.60, 315.01)
RM 0.880 (0.872, 0.887) 55.48 (51.67, 59.29) 0.846 (0.838, 0.854) 70.54 (66.74, 74.34)

Fig. 4   Performance evaluation of the RM of RDLR in low-quality data. 
a Evaluation of the registration performance comparing VM+ , SS+ , 
CRP, GIM, and RM in validation datasets (4rd). Left: Dice score of 
the internal (ZOC) set (4rd). Right: Dice score of the external (PY) set 
(4rd). b Evaluation of the registration performance comparing VM+ , 

SS+ , CRP, GIM, and RM in validation datasets (8rd). Left: Dice score 
of the internal (ZOC) set (8rd). Right: Dice score of the external (PY) 
set (8rd). c Down-sampling analysis evaluating the model performance 
across different pixel resolutions and image qualities
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The box plot showed that CRP’s unstable registration 
resulted in low Dice scores. Moreover, the error-dice plot 
revealed that CRP distorted images in nearly every exami-
nation, making it unsuitable for clinical use (Fig. 5c). GIM, 
VM+ , and SS+ showed better lowest Dice scores than CRP, 
but they produced more distorted images per examination 
than CRP due to limited high Dice scores. In contrast, the 
panoramic view construction of RM achieved consistently 
high Dice scores for both the validation datasets (Figs. 5b, c 
and S12). This highlights RM’s strong potential in facilitat-
ing disease diagnosis.

Comparison Analysis in Other Modality Data

To assess the applicability of RDLR beyond pediatric fun-
dus images, we conducted tests on different types of images 
without requiring additional data or fine tuning, including 
fundus angiography (FA) of infants, conventional fundus 
photography (CFP) of adults, anterior segment (AS) images 
of infants, optical coherence tomography angiography 
(OCTA) images of adults, whole-slide pathology images 
(WSI) of rat brain, and four-dimensional computerized 
tomography (4D-CT) images of human chest. Additionally, 

Fig. 5   Performance evaluation of the PVM of RDLR in comparison 
analysis. a Dice score between the prediction (red) and the annotation 
information (white) for the panoramic view. b Evaluation of the accu-
racy of panoramic view estimation on the internal (ZOC) and exter-
nal (PY) validation datasets. Left: Dice score of the internal (ZOC) 
validation dataset. Right: Dice score of the external (PY) validation 
dataset. c Evaluation of the average number of error pairs for each 

panoramic view estimation on the internal (ZOC) and external (PY) 
validation datasets. Left: Average number of error pairs for each pan-
oramic view in the internal (ZOC) validation dataset. Right: Average 
number of error pairs for each panoramic view in the external (PY) 
validation dataset. (***: P < 0.001. All error bars represent 95% con-
fidence intervals computed using Bootstrap)

Table 5   Performance evaluation of the PVM of RDLR in panoramic view

Datasets Internal validation dataset External validation dataset

Metrics DICE (95% CI) MSE (95% CI) DICE (95% CI) MSE (95% CI)

VM+ [29] 0.720 (0.699, 0.742) 179.72 (161.51, 197.83) 0.736 (0.719, 0.753) 175.06 (162.32, 187.80)
SS+ [41] 0.726 (0.703, 0.750) 183.22 (165.58, 200.85) 0.756 (0.737, 0.775) 174.29 (161.46, 187.11)
CRP [20, 47] 0.766 (0.725, 0.807) 98.57 (79.13, 118.0) 0.792 (0.763,0.821) 90.83 (78.64, 103.02)
GIM [43] 0.779 (0.747, 0.810) 199.34 (168.58, 230.11) 0.871 (0.855, 0.887) 109.98 (96.28, 123.68)
RM 0.954 (0.945, 0.962) 21.57 (17.58, 25.57) 0.963 (0.959,0.967) 20.70 (18.04, 23.36)
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we explored cross-modal registration between FA and fun-
dus photograph (FP) of infants. Our results demonstrated 
RDLR’s capability for registration across different imaging 
modalities (Fig. S13, and Tables S3 and S4). Given that VM 
and SS necessitate additional data for training and adapta-
tion to specific modalities, we only compared RDLR to the 
general method: GIM and CRP. These findings underscore 
the versatility and potential of RDLR in facilitating clinical 
diagnosis and research across diverse imaging modalities.

Discussion

In this study, we introduced the RDLR to accurately regis-
ter image pairs and generate panoramic views for pediatric 
fundus images. Our experiments demonstrate the superior 
performance of RDLR in terms of registration accuracy and 
stability, outperforming other methods on both internal and 
external validation datasets of registration task. Additionally, 
the RDLR can be completed within 1 s in our test environ-
ment, suggesting potential for real-time application during 
data acquisition while maintaining clinically acceptable lev-
els of robustness and accuracy. This could allow immediate 
update to panoramic images and provide timely feedback to 
clinicians on the progress of image collection.

Through the comparison of self-supervised training 
strategies (SS), unsupervised training strategies (VM), and 
RDLR in our study, we found that models trained with anno-
tation information generated from real data are more stable. 
The proposed self-annotation framework not only addresses 
the lack of training data annotation but also provides reliable 
supervision, which is essential for RDLR’s high registration 
accuracy. By comparing the training curves of the unidirec-
tional registration training strategy (US) and the bidirec-
tional registration training strategy (BS), we observed that 
BS strategy enhances the model’s generalization capabil-
ity under the same number of training iterations (Fig. S6). 
The strategy completes forward and backward predictions 
in a single iteration, with dual supervision ensuring predic-
tion accuracy and satisfying the transformation relationship 
between directions, effectively adding new constraints and 
improving the model’s training ceiling. The introduction 
of the refinement module further enhances the accuracy of 
RDLR. Comparisons between RM-, RM, VM, VM+ , SS, 
and SS+ in terms of registration pair and panoramic registra-
tion effects clearly demonstrate that the refinement module 
improves the precision of these methods. With a sufficiently 
accurate initial registration, the refinement module can max-
imize the precision.

The ablation experiment on occluded regions showcased 
the stability of RDLR and its ability to efficiently utilize fea-
tures. Even when all overlapping informative region (local 

information) was obscured, RDLR was still able to predict 
based on global information outside the overlap, demonstrat-
ing the participation of global information in registration 
predictions. The performance degradation observed after 
occluding non-overlapping region further supported this 
finding. In the low-quality data comparison experiment, 
validation datasets were created by selecting poorly perform-
ing samples based on metric distributions, and additional 
low-quality data were simulated through down sampling. 
RDLR’s result on both real and simulated low-quality data 
showed significant superiority over other methods, attribut-
able to the data-driven supervised training and the model’s 
effective feature utilization.

Focusing on pediatric fundus images, the study also dem-
onstrated the extensibility of the approach through experi-
ments on other medical modalities images. RDLR, trained 
on single-modality data without additional fine tuning, 
outperformed other methods, indicating its ability to focus 
on universal image features rather than relying solely on 
modality-specific characteristics (e.g., color).

However, RDLR does have limitations. Firstly, the reg-
istration model in RM was based on assumption of affine 
transformation, which may not fully accommodate the 
slight distortions that can occur at the edges of real images. 
This can lead to imperfect alignment of both central and 
peripheral features in certain extreme cases. Additionally, 
the iterative registration process of PVM relies on a cen-
tral orientation as the starting point, with other orientations 
aligned toward it. If a peripheral orientation is used as the 
starting point, there is a risk that other orientations may lack 
overlapping regions for alignment, resulting in erroneous 
registration. Finally, the threshold selection of quality con-
trol module for the automatic annotation module in the study 
could be more refined and simultaneously evaluate the accu-
racy trends of RM under different train data under different 
thresholds, which will lead to a more reliable quality control 
threshold in subsequent work.

Future research should focus on several key areas. 
Improving alignment techniques to better account for both 
central and peripheral features is one area, which could 
involve techniques such as local affine transformations, 
perspective transformations, or image distortion correc-
tion. Another area is to refine the PVM’s iterative process 
by implementing multi-level iterations, dynamically speci-
fying the starting orientation at each level to avoid misreg-
istration due to the absence of overlapping regions. Lastly, 
developing a scoring system to evaluate registration results 
could help in identifying and filtering out clearly errone-
ous registrations. This scoring system and the RM can be 
combined and integrated into the self-annotation process, 
using data generated by the older RM to iteratively refine 
and improve the RM.
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Conclusion

The proposed RDLR method, which integrated the reg-
istration module (RM) for precise registration and the 
panoramic view module (PVM) for panoramic image 
generation enhance the utility of imaging data, achieved 
exceptional performance in pediatric retinal image regis-
tration. It addressed the scarcity of training data for deep 
learning through automatic annotation. The RM model, 
trained on real-world data, effectively extracts reliable 
local and global semantic feature information, reduc-
ing noise interference and enabling accurate registration 
predictions even with limited overlapping regions. The 
refinement module optimized results by utilizing local 
information, improving registration accuracy. Exten-
sive experimental evaluation consistently demonstrated 
RDLR’s superior registration accuracy and reliability, 
making it a promising solution for clinical and research 
application across diverse imaging modalities.
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